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Abstract

We experimented with several feature selection and re-
duction techniques, such as PCA, K-means, and Gabor fil-
tering for images, and mutual information and td-idf encod-
ings for blogs. Additionally, we compared the accuracy of
different feature spaces and classification algorithms such
as SVMs, KNN, Naive Bayes, and Boosting. Our experi-
ments suggest that selecting good features has the largest
effect on accuracy. Lastly, we learned that organic choco-
late can be very tasty and comes in many different flavors.

1. Age and Gender prediction from facial im-
ages

We looked at two different aspects of the problem for
this task: (a) the feature space to use and, (b) the classifi-
cation algoriths to use. Most background literature [4] used
a tightly fitting elliptical region around the face (excluding
any hair and background context) to train the classifiers. For
our training data, this kind of cropping was not available
though it could be enforced by applying an off-the-shelf
face localizer to the data. However, rather than defining
such a crop, we experimented with the opposite approach
of including more contextual information around the face.
Thus, for all the experiments below, we first cropped the im-
ages to an area bigger than the original crop in the baseline
code and it resulted in better performance from our cross-
validation experiments. In addition, the cropped area was
scaled down by a factor of 4 unlike the fixed 25×25 square
in the baseline code.

All the algorithms described below were tried for both
age and gender prediction initially so some of them use both
gender and age labels together during training. Later, for
each task, we chose the specific variant which performed
better for that task without removing the dependence on
both age and gender labels. We think that the joint labels
might have helped in certain cases depending on the corre-
lation between age-related changes and gender.

Figure 1. Cluster centers learned for the male and female genders
(rows 1 and 2), and the three age categories (rows 3-5).

1.1. Age prediction

Several existing approaches [2] for this problem try to
extract specific age-related information from the images
like wrinkle map, texture properties etc. Lacking sufficient
alignment on our training data and possibly the resolution to
capture specific wrinkle information, we experimented with
the original pixel space and with the Gabor filtered space for
training the predictor.

1.1.1 RGB, K-Means, SVM

We used the original RGB pixel-space from the images (like
the one used in the baseline classifier) to perform K-means
clustering independently for training data from each age and
gender class. Note that both age and gender have repre-
sentative clusters in this approach even though we finally
used it only for age classification. The number of clusters
K was initially determined adaptively by looking at the sil-
houette plot for a range of K values. Subsequently, this
adaptive choice strategy was dropped in favor of a more
deterministic algorithm and to avoid overfitting for cases
where a large number of clusters could result. We found the
choice K = 11 to be reasonable from our cross-validation
experiments. For the choice of a good distance measure,
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Figure 2. Plot of reconstruction error as a function of number of
eigen-vectors considered.

we experimented with L1,L2 and cosine distances. The
cosine distance worked well as it gave a good normalized
distance range for subsequent SVM training (outlined next).
We used the Matlab kmeans function in our implementa-
tion. Fig. 1 shows the clusters determined by K-means for
each of the gender and age categories. Each set of clusters
tries to capture a lot of variation of people kinds including
the caps they are wearing.

Once the cluster centers are determined, we measure the
distance of each of our training examples from the K clus-
ter centers for each age-class and for each gender-class us-
ing the cosine distance. These 5×K distance values form
a new feature vector which represents the distance of this
example from our representative exemplars. An SVM clas-
sifier is now trained in this feature space. The RBF kernel
was found to perform the best. Note that the normalization
in the cosine space is important for the SVM to work cor-
rectly.

For a new test image, we first compute the RGB feature
vector, then measure its distance from each of the cluster
centers to compute the 5 × K dimensional feature vector.
The trained SVM then computes the prediction on this fea-
ture vector.

1.1.2 Using Gabor Features

In order to extract texture/edge information from the im-
ages, we tried filtering the images with a bank of Gabor
filters. In our initial experiment, we applied the filter at a
single scale at 4 different orientations (0o, 45o, 90o, 135o).
The filter responses were concatenated into a single vector
and this vector was used for subsequent training through
SVM. The performance from this feature was found to be
lower than the other methods and we did not pursue it fur-
ther.

For age prediction, the K-Means/SVM algorithm out-
lined above performed significantly better than the other
methods we tried on the test data though cross-validation
suggested its performance to be similar to those other meth-
ods. We will discuss the other approaches we tried in the
gender prediction section below.

Figure 3. Top 39 Eigen-faces in LAB space (top row). The re-
maining three rows show the eigen-faces decomposed back into
the L,a,b components.

1.2. Gender prediction

A number of papers indicate the Eigen-faces feature
space to be quite discriminating for this task. In fact, Toole
et al. [5] suggest that a positive component of the second
and third eigen-vectors is required for reconstructing male
faces while a negative component is required for female
faces.

The different approaches we tried for gender prediction
are outlined below.

1.2.1 K-Means in RGB/LAB Space

We tried the K-means approach (outlined in the age-
prediction section before) for gender prediction as well
but the improvement over the baseline was not substantial.
Changing the color space also did not influence the results.

1.2.2 Dimensionality reduction by PCA followed by K-
Means

In this approach, we first reduced the dimensionality of the
feature space by computing the eigen-faces for the male



and female training data separately. This new feature-space
was then used to compute the K-means cluster centers and
subsequently the exemplar-classifier like that used for age-
prediction.

In a slight variant of the above approach, we tried per-
forming one PCA for the whole training data keeping the
rest of the pipeline the same. The last row of Table-1 re-
ports the accuracy from this approach.

1.2.3 PCA in RGB/LAB Space

In this simplification of the previous approaches, we di-
rectly used the PCA space to define the feature vectors
which were given as input to the SVM classifier. PCA
was run on the RGB/LAB pixel-space from the entire train-
ing set after subtracting the mean. The mean vector was
stored as part of the trained model. The number of basis
vectors was chosen by looking at the eigen-value spectrum
and evaluating the reconstruction error as a function of the
number of basis vectors. An example is shown in Fig. 2. A
basis of 100 components gave less than 10% reconstruction
error and this choice was subsequently verified by cross-
validating the overall classifier. Fig. 3 shows the first 39
basis vectors in the original LAB space (first row) and then
broken up into individual L, A and B spaces. The individ-
ual components indicate how certain basis vectors capture
more of the skin-tone while others capture the hair or other
contextual information.

Next, each LAB feature vector is projected to the PCA
space resulting in a weight vector which needs to be normal-
ized before giving it as an input to the SVM. In the new PCA
feature-space, the component values can have large positive
and negative magnitudes which can ill-condition the SVM
training. We normalized each component wi by dividing it
by
√

λi where λi is the eigen-value corresponding to this
component. The eigen-values are also stored as part of the
trained model. The SVM was trained with a RBF kernel.

For a test image, we compute the LAB feature vector and
then subtract the stored mean feature vector from it. We
now project this vector to the PCA space, normalize using
the stored eigen-values and then pass it on to the trained
SVM for final gender prediction.

Table-1 shows the accuracy numbers obtained from dif-
ferent variants of the age and gender predictors using cross-
validation on the training data (X) and checkpoints on the
test data (T).

1.3. Additional remarks

• Virtual examples obtained through flipping the im-
ages left-right were not found to improve the results
by any substantial number.

• 5-fold Cross Validation was done in a stratified man-
ner (to ensure equal proportion for each of the labels

Algorithm X/T Accuracy
Age Gender

Baseline X 46.36 72.93
T 48.60 71.80

RGB, K-Means, SVM X 46.92 77.81
T 55.00 73.60

LAB, PCA, SVM X 47.95 81.08
T 50.40 79.30

L, Gabor, PCA, SVM X 47.53 74.45
LAB, PCA, K-Means, SVM X - 71.33

Table 1. Comparison of different versions of the image age and
gender predictors using X: cross-validation and T: test-data check-
points.

between the training and test sets). Also, no subject
was allowed to be split between the training and test
sets.

• SVM Grid-search over both parameters C and γ (for
RBF kernel) did not given any improvement over just
a search over C. Hence all the SVM training was done
with just a search over different C values.

• RBF Kernel was seen to perform better than a linear
model even for high-dimensional spaces.

2. Age and Gender prediction from Blogs
As with images, we experimented with both different

feature selection heuristics and classification algorithms.

2.1. Feature selection

We found that for classifiers other than Naive Bayes, it
was essential to reduce the original 89,000+ feature space.
Without reduction, we both exceeded memory limits and
suffered from prohibitively slow computation. We also
found that reducing the feature space increased the accu-
racy, for example, by filtering noise and highlighting differ-
entiating terms.

We experimented with several simple methods for fea-
ture reduction. One focused on maximum variance terms
for each classification group. Our best approach focused
on words having the largest amount of mutual informa-
tion (MI). Though we also experimented with the removal
of non-ascii characters and mapping all words to to lower
case, we did not see significant improvements over using
MI alone. Our observations may be due to MI automati-
cally filtering noise such as non-ascii characters and due to
features such as capitalization being important for classifi-
cation. We would need to study this result further.

For continuous models, such as SVM and KNN, we ex-
perimented with a vector space representation based on text



and document frequency. In all cases, we used a bag of
words approach similar to the baseline.

2.1.1 Maximum variance

We first tried features that corresponded to high variance
between document classes. If fwk is the frequency of
word w in documents from class k and our average fwk

is given by f̄w = 1
K

∑K
k=1 fwk, the variance is given by

σ2
w = 1

K

∑K
k=1(fwk − ¯fwk)2. Choosing the words with

highest σ2
w allowed us to get similar results as the baseline

but with fewer terms.

2.1.2 Mutual Information

Mutual Information (MI) measures how relevant a word is
for classifying a document. If a word is distributed equally
between each class, its MI is zero. If a word is a perfect
indicator of a class, its MI is one. We used the MLE of MI
described in [3] below

MI(w, k) =
N11

N
log2

( NN11

N1xNx1

)
+

N01

N
log2

( NN01

N0xNx1

)

+
N10

N
log2

( NN10

N1xNx0

)
+

N00

N
log2

( NN00

N0xNx0

)

where

• N is the total number of documents
• N11 is the the number of docs that contain our word w

in class k
• N10 is the the number of docs that contain our word w

NOT in class k
• N01 is the the number of docs that DO NOT contain

our word w in class k
• N00 is the the number of docs that DO NOT contain

our word w NOT in class k
• N1x = N10 + N11

• Nx1 = N01 + N11

• N0x = N00 + N01

• Nx0 = N00 + N10

For two groups, MI(w, k) will generate a single list of
terms. For more than two, MI will produce a different list
of top words for each category and we must decide how
to combine the terms into a single feature vector. We ex-
perimented with two approaches. The first uses the first K
features for each category as features. The second uses the
top K features with highest average MI. Based on our tests,
using the average gave best results for age, while using the
top K was best for gender.

Gender MI Gender MI
cute 0.0267 friends 0.0126
love 0.0212 LOVE 0.0123
feel 0.0178 PC 0.0115
her 0.0175 baby 0.0113
In 0.0149 system 0.0111
she 0.0143 because 0.0111
hair 0.0142 eat 0.0109

Internet 0.0135 Windows 0.0109
! 0.0134 cry 0.0108

husband 0.0133 post 0.0105
Table 2. Top 20 MI words for Gender

15 MI 25 MI 35 MI
im 0.0830 lol 0.0493 i 0.0414
lol 0.0795 im 0.0433 i’m 0.0184

dont 0.0690 dont 0.0339 im 0.0174
i 0.0643 thats 0.0280 thats 0.0159

thats 0.0608 work 0.0274 u 0.0157
u 0.0537 haha 0.0260 kinda 0.0152

haha 0.0514 u 0.0245 husband 0.0150
school 0.0479 cant 0.0239 dont 0.0148
cant 0.0462 didnt 0.0227 yeah 0.0135
didnt 0.0414 school 0.0222 ok 0.0135

homework 0.0403 homework 0.0211 oh 0.0129
work 0.0400 office 0.0172 i’ll 0.0128
office 0.0356 hes 0.0167 got 0.0127
bored 0.0336 bored 0.0161 guys 0.0124
kinda 0.0335 wont 0.0160 wanna 0.0121
gonna 0.0330 company 0.0156 dunno 0.0120
dunno 0.0327 maths 0.0147 gonna 0.0119
wont 0.0320 apartment 0.0141 haha 0.0119
!!! 0.0310 dunno 0.0139 till 0.0118

wanna 0.0305 havent 0.0135 Web 0.0115
Table 3. Top 20 MI words for Age

2.1.3 Vector Space Representation

We used the tf-idf weighting from [3] to represent docu-
ments as continuous vectors in Rm. The tf-idf weighting is
calculated like so:

• Compute tft,d = the number of times a word is used in
a document

• Compute dft = the number of documents in a collec-
tion that contain a word

• Compute idft = log
(

N
dft

)
• Compute tf-idft,d = tf t,d × idf t

Our document vectors are composed of the tf-idft,d
weights of our top word features and then normalized so
their magnitude sums to one. tf-idft,d is highest when a
word appears many times in a few documents and lowest
when a term appears in almost no documents. Addition-
ally, similar documents will be near to each other by both
Euclidean distance and cosine similarity, or dot product.

2.2. Classification algorithms

In this section, we summarize the results of using MI-
high features with different classification algorithms. The
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Figure 4. Plot of accuracy in relation to the number of the top MI
features. Left, we use the top K features for each category. Right,
we use the top average MI features. Age is shown in red. Gender
in blue.
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Figure 5. Plot of SVM accuracy in relation to the number of the
top MI features. Age is shown in red. Gender in blue.

different classification algorithms we tried performed simi-
larly, showing either slight increase or decrease of accuracy
over the baseline.

2.2.1 Naive Bayes

The accuracy of Naive Bayes improved slightly with fea-
ture reduction. Our final submission used 10,000 averaged
MI features for age and top 2000 MI features for gender
to achieve 0.709 accuracy and 0.742 respectively over the
baseline.

2.2.2 SVM

We experimented with SVMs for blog classification based
on the impressive text classification results outlined in [1].
We were able to get accuracy comparable to Naive Bayes,
but slightly less, using a linear kernel, top average MI fea-
tures encoded as a tf-idf space vector, and slack variable C
= 2. To achieve better SVM performance, we would likely
need better features than those obtained with MI. Also, like
Naive Bayes, we also found that using fewer MI features
gave better results.

2.2.3 K-Nearest Neighbors

We tried a variant of KNN described in [3]. We encoded
each document with tf-idf feature vectors. To classify, we
found the K nearest neighbors using a straight line Eu-
clidean distance. Then, we computed the average cosine
similarity between our example and the nearest neighbors,

0 50 100 150 200 250 300
0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

0.72

 

 

16384
4096
256

0 50 100 150 200 250 300
0.6

0.61

0.62

0.63

0.64

0.65

0.66

0.67

0.68

 

 

16384
4096
256

Figure 6. Plot of accuracy in relation to the number of K nearest
neighbors for different numbers of features. 16384 is shown in
red; 4096 in green; and 256 in blue. Left, we show the results for
age. Right, we show the results for gender.

returning the class corresponding to the highest average
similarity. During cross validation, KNN showed a lot of
promise for classifying age; however, we were not able to
submit a version that outperformed our Naive Bayes sub-
mission.

2.2.4 Boosting

We implemented several versions of the AdaBoost algo-
rithm using different weak classifiers. After extracting
the mutual information data from the features, we noticed
that the top mutual information features could be used as
weak classifiers, each having a few percent better than
random accuracy (about 50-60% for gender and 33-40% for
age). We implemented a 250-round AdaBoost algorithm
using the top 250 mutual information features as weak
classifiers, which produced a combined boosting classifier
yielding about 26% test error on gender classification, and
about 55% test error on age classification. However, it did
slightly worse than the baseline in gender classification
on the checkpoint test set, and significantly worse in age
classification.

After we had several different classifiers which consis-
tently produced better-than-random accuracy (NB, SVM,
KNN, and AdaBoost), we tried a 4-round AdaBoost algo-
rithm using those 4 as weak classifiers for both age and gen-
der. In other words, we produced a weighted-voting model
to combine our 4 classifiers aimed to minimize training er-
ror. The result was a 97% gender and 84% age training
accuracy. However, the test results on the checkpoint test
set were disappointing as it could not beat the baseline al-
gorithm for age and it performed just slightly better than
the baseline for gender (70.9% gender, 73.2% age). We at-
tributed the lack of accuracy improvement on over-fitting
the training data, which is also supported by the low train-
ing errors of the model.

3. Conclusion
Feature selection is important. Chocolate is yummy.



Algorithm X/T Accuracy
Age Gender

Baseline X 68.59 67.06
T 70.20 73.20

NB, 2000 MI X 68.35 68.35
T 69.20 74.60

NB, 10000 MI X 70.00 68.29
T 70.90 -

SVM, 2000 MI X 63.41 68.18
KNN, 16384 MI, K=65 X 71.13 64.41
KNN, 4096 MI, K=65 X 69.77 67.58
Feature Boosting X 74.50 45.50
Classifier Boosting X 97.00 84.25

Table 4. Comparison of different versions of the blog age and gen-
der predictors using X: cross-validation and T: test-data check-
points.
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