
Miriam Blaylock@flickr













Hog

Greg Borenstein@flickr





9



1
0

HOG Features











SIFT
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SIFT vector formation

• Thresholded image gradients are sampled over 16x16 array of locations in 
scale space

• Create array of orientation histograms

• 8 orientations x 4x4 histogram array = 128 dimensions
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SIFT vector formation

• Orientation is defined relative to the orientation of the detected Sift 
feature

Local orientation

histogram



Sharon Cummings @ flickr

SIFT Fish



Laplacian-of-Gaussian = “blob” detector



At a given point in the image:

• We define the characteristic scale as the scale
that produces peak of Laplacian response
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Lowe’s Scale-space Interest Points

• Laplacian of Gaussian kernel

• Scale-space detection

– Find local maxima across scale/space

– A good “blob” detector

[ T. Lindeberg IJCV 1998 ]















Scale-space blob detection



Scale-space blob detector: Example
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Lowe’s Scale-space Interest Points:

Difference of  Gaussians

• Gaussian is an ad hoc 
solution of heat 
diffusion equation

• Hence

• k is not necessarily very 
small in practice



Technical detail

• We can approximate the Laplacian with a difference 
of Gaussians; more efficient to implement.

(Laplacian)

(Difference of Gaussians)



How many scales?

convolution computing:
At each scale:  MxNxKxK operations



DoG Image Pyramid

0 02 

2 3 4 5 6

0 0 0 0 0 0 0, , , , , , ,...k k k k k k      

image MxN, filter 2Kx2K

image M/2xN/2, filter, KxK



DoG Image Pyramid
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, 0 2o ks

o s  

, 0 2ks

o s 



Local Extrema Detection

• Maxima and 
minima

• Compare x with its 
26 neighbors at 3 
scales 



Frequency of sampling in scale

• s: intervals in each octave of scale space (               )
– k=2^{1/s}

• In order to cover a complete octave for extrema
detection
– S = s+3 Gaussian images are produced for each octave

• s: {-1,S+1}

– s+2 DoG images

– s scales for extrema detection

0 02 

, 0 2o s

o s k 
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SIFT Key point localization

• Detect maxima and minima of difference-of-
Gaussian in scale space

• Fit a quadratic to surrounding values for sub-
pixel and sub-scale interpolation (Brown & 
Lowe, 2002)

• Taylor expansion around point:

• Offset of extremum (use finite differences for 
derivatives):
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Scale Invariant Detectors

• Harris-Laplacian1

Find local maximum of:

– Harris corner detector in space 
(image coordinates)

– Laplacian in scale

1 K.Mikolajczyk, C.Schmid. “Indexing Based on Scale Invariant Interest Points”. ICCV 2001
2 D.Lowe. “Distinctive Image Features from Scale-Invariant Keypoints”. Accepted to IJCV 2004
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• SIFT (Lowe)2

Find local maximum of:

– Difference of Gaussians in 
space and scale

scale
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y
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Example of keypoint detection

Threshold on value at DOG peak and on ratio of principle 

curvatures (Harris approach)

(a) 233x189 image

(b) 832 DOG extrema
(c) 729 left after peak

value threshold

(d) 536 left after testing
ratio of principle

curvatures
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SIFT vector formation

• Thresholded image gradients are sampled over 16x16 array of locations in 
scale space

• Create array of orientation histograms

• 8 orientations x 4x4 histogram array = 128 dimensions
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SIFT vector formation

• Orientation is defined relative to the orientation of the detected Sift 
feature

Local orientation

histogram
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Examples from training set Examples from test setFeature Extraction for Image Classifier



Features Sample

1.Color Histogram

2.HOG feature



Precision-Recall curve of our Image 
classifier
Trained/Tested on image set generated 
from stereo detection
RBF kernel SVM used

Image Classifier Result
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Deep…


